Checking whether one formal language is included in another is important in many verification tasks. In this article, we provide solutions for checking the inclusion of languages given by visibly pushdown automata over both finite and infinite words. Visibly pushdown automata are a richer automaton model than the classical finite-state automata, which allows one, for example, to reason about the nesting of procedure calls in the executions of recursive imperative programs. The presented solutions do not rely on explicit automaton constructions for determinization and complementation. Instead, they are more direct and generalize the so-called Ramsey-based inclusion-checking algorithms, which apply to classical finite-state automata and proved to be effective there, to visibly pushdown automata. We also experimentally evaluate these algorithms, thereby demonstrating the virtues of avoiding explicit determinization and complementation constructions.
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1. INTRODUCTION
Various tasks in system verification can be stated more or less directly as inclusion problems of formal languages or comprise inclusion problems as subtasks. For example, the model-checking problem of nonterminating finite-state systems with respect to trace properties boils down to the question of whether the inclusion \( L(A) \subseteq L(B) \) for two Büchi automata \( A \) and \( B \) holds, where \( A \) describes the traces of the system and \( B \) describes the property [Vardi and Wolper 1986]. Inclusion checks of the languages given by Büchi automata also appear in the domain of the analysis of program termination [Lee et al. 2001; Fogarty and Vardi 2009]. Inclusion problems are in general difficult. For Büchi automata, the problem is \( \text{PSPACE} \)-complete [Sistla et al. 1987].
From the closure properties of the class of $\omega$-regular languages, that is, those languages that are recognizable by Büchi automata, it is obvious that questions such as the one posed earlier for model checking nonterminating finite-state systems can be effectively reduced to an emptiness question, namely, $L(A) \cap L(\mathcal{C}) = \emptyset$, where $\mathcal{C}$ is a Büchi automaton that accepts the complement of $\mathcal{B}$. Building a Büchi automaton for the intersection of the languages and checking its emptiness is fairly easy: the automaton accepting the intersection can be quadratically bigger [Choueka 1974], the emptiness problem is NLOGSPACE-complete [Vardi and Wolper 1994], and it admits efficient implementations, for example, by a nested depth-first search [Gerth et al. 1996]. However, complementing Büchi automata is challenging [Vardi 2007]. One intuitive reason for this is that not every Büchi automaton has an equivalent deterministic counterpart. Switching to a richer acceptance condition, such as the parity condition, so that determinization would be possible (see Piterman [2007], Kähler and Wilke [2008], and Schewe [2009]) is currently not an option in practice. The known determinization constructions for richer acceptance conditions are intricate, although complementation would then be easy by dualizing the acceptance condition [Muller and Schupp 1987]. A lower bound on the complementation problem with respect to the automaton size is $2^{\Omega(n \log n)}$ [Michel 1988]. Known constructions for complementing Büchi automata that match this lower bound are also intricate. As a matter of fact, all attempts so far that explicitly construct the automaton $\mathcal{C}$ from $\mathcal{B}$ scale poorly. Often, the implementations produce automata for the complement language that are huge, or they even fail to produce an output at all in reasonable time and space if the input automaton has more than 20 states; see, for instance, Tsai et al. [2011] and Breuers et al. [2012].

Other approaches for checking the inclusion of the languages given by Büchi automata or solving the closely related but simpler universality problem for Büchi automata have recently gained considerable attention [Abdulla et al. 2011; Abdulla et al. 2010; Fogarty and Vardi 2010; 2009; Doyen and Raskin 2009; De Wulf et al. 2006; Dax et al. 2006; Lee et al. 2001]. In the worst case, these algorithms have exponential running times, which are often worse than the $2^{\Omega(n \log n)}$ lower bound on complementing Büchi automata. However, experimental results—in particular, the ones for the so-called Ramsey-based algorithms—show that the performance of these algorithms is superior. The name Ramsey-based stems from the fact that their correctness is established by relying on Ramsey’s Theorem [Ramsey 1928].

The Ramsey-based algorithms for checking universality $L(\mathcal{B}) = \Sigma^\omega$, where $\mathcal{B}$ is a Büchi automaton, iteratively build a set of finite graphs starting from a finite base set and close it off under a composition operation. These graphs capture $\mathcal{B}$’s essential behavior on finite words. The language of $\mathcal{B}$ is not universal if and only if this set contains a pair of graphs with certain properties that witness the existence of an infinite word of the form $uv^\omega$ that is not accepted by $\mathcal{B}$. First, there must be a graph that is idempotent with respect to the composition operation. This corresponds to the fact that all the automaton’s runs on the finite word $v$ loop. We must also require that no accepting state occurs on these loops. Second, there must be another graph that describes all the automaton’s runs on the finite word $u$ that reach some of the loops of the first graph from the automaton’s initial state. To check the inclusion $L(A) \subseteq L(\mathcal{B})$, the graphs are annotated with additional information about runs of $A$ on finite words. Here, in case of $L(A) \not\subseteq L(\mathcal{B})$, the constructed set contains graphs that witness the

\[1\] Büchi’s original complementation construction [Büchi 1962], which also relies on Ramsey’s Theorem, shares similarities with these algorithms. However, there is significantly less overhead when checking universality and inclusion directly and additional heuristics and optimizations are applicable [Abdulla et al. 2011; Breuers et al. 2012].
existence of at least one infinite word that is accepted by \( A \), but all runs of \( B \) on that word are rejecting.

The Ramsey-based approach generalizes to parity automata [Friedmann and Lange 2012]. Among all the usual “stronger” acceptance conditions, such as Rabin, Streett, and Muller, the parity acceptance condition provides a very good balance between expressive power and algorithmic feasibility. While translations from such conditions into a parity condition are in general exponential [Dziembowski et al. 1997], the parity condition has the distinct algorithmic advantage of memory-less determinacy [Emerson and Jutla 1991], which Streett and Muller do not enjoy. In the setting of automata-theory, memoryless determinacy yields short witnesses of nonemptiness and nonuniversality, since it allows two successive visits of a state to be composed to a loop. Rabin automata enjoy this property only for witnesses of nonemptiness, not for nonuniversality. Parity automata are the only ones besides Büchi automata that have short—in this sense—and thus easier-to-find witnesses of both nonemptiness and nonuniversality.

Parity automata can be translated into Büchi automata at a blow-up that is linear in the number of priorities used in the parity automaton [Löding and Thomas 2000]. Hence, there is no gain in expressiveness in using parity automata over Büchi automata. There is, however, a gain in practicality. It is, for example, easy to express strong fairness conditions of the form “if \( p \) holds infinitely often then \( q \) holds infinitely often” as a parity condition with three priorities [Fritz and Wilke 2005]. Expressing the same with a Büchi condition would require a blow-up of the underlying automaton’s state space. It was also shown that it pays off in terms of complexity to handle parity automata directly in the framework of Ramsey-based automata analysis [Friedmann and Lange 2012]. The algorithms for universality and inclusion checking for finite-state automata are polynomial in the number of priorities when dealing directly with parity automata but exponential when translating them into Büchi automata first.

In this article, we extend the Ramsey-based analysis to visibly pushdown automata (VPAs) [Alur and Madhusudan 2009]. This automaton model restricts nondeterministic pushdown automata in the way that the input symbols determine when the pushdown automaton pushes or pops symbols from its stack. As a consequence, the stack heights are identical at the same positions in every run of any VPA on a given input. It is because of this syntactic restriction that the class of visibly pushdown languages retains many closure properties such as intersection and complementation. VPAs allow one to describe program behavior in more detail than finite-state automata. They can account for the nesting of procedures in executions of recursive imperative programs. Nonregular properties such as “an acquired lock must be released within the same procedure” are expressible by VPAs. Model checking of recursive state machines [Alur et al. 2005] and Boolean programs [Ball and Rajamani 2000], which are widely used as abstractions in software model checking, can be carried out in this refined setting by using VPAs for representing the behavior of the programs and the properties. Similar to the automata-theoretic approach to model checking finite-state systems [Vardi and Wolper 1986], checking the inclusion of the languages of VPAs is crucial here. This time, the respective decision problem is even EXPTIME-complete [Alur and Madhusudan 2009]. Other applications for checking language inclusion of VPAs when reasoning about recursive imperative programs also appear in conformance checking [Driscoll et al. 2011] and in the counterexample-guided-abstraction-refinement loop [Heizmann et al. 2010].

A generalization of the Ramsey-based approach to VPAs is not straightforward since the graphs that capture the essential behavior of an automaton must also account for the stack content in the runs. Moreover, to guarantee termination of the process that generates these graphs, an automaton’s behavior of all runs must be captured within finitely many such graphs. In fact, when considering pushdown automata in general,
such a generalization is not possible since the universality problem for pushdown automata is undecidable. We circumvent this problem by considering only those graphs that differ in their stack height by at most one, and by refining the composition of such graphs in comparison to the unrestricted way of composing graphs in the Ramsey-based approach to finite-state automata over infinite words. Then the composition operation needs to account only for the top stack symbols in all the runs described by the graphs, which yields a finite set of graphs in the end.

The main contribution of this article is the generalization of the Ramsey-based approach for checking universality and language inclusion for VPAs over infinite inputs, where the automata’s acceptance condition is stated as a parity condition. This approach avoids explicit determinization and complementation constructions. The respective problems where the VPAs operate over finite inputs are special cases thereof. We also experimentally evaluate the performance of our algorithms. The evaluation demonstrates that the presented algorithms for inclusion checking are more efficient than methods that are based on determinization and complementation constructions.

The remainder of this article is organized as follows. In Section 2, we recall the framework of VPAs. In Section 3, we provide a Ramsey-based universality check for VPAs. Note that universality is a special case of language inclusion. We treat universality in detail to convey the fundamental ideas first. In Section 5, we extend the universality check to a Ramsey-based inclusion check for VPAs. Section 4 is an intermezzo, in which we describe variants of the universality check and compare it to complementation and determinization constructions. In Section 6, we report on the experimental evaluation of our algorithms. Finally, in Section 7, we draw conclusions.

2. PRELIMINARIES

In this section, we present and explain the notation and terminology that we use in the remainder of the text.

**Words.** The set of finite words over the alphabet \( \Sigma \) is \( \Sigma^* \) and the set of infinite words over \( \Sigma \) is \( \Sigma^\omega \). Let \( \Sigma^+ := \Sigma^* \setminus \{ \varepsilon \} \), where \( \varepsilon \) is the empty word. The length of a word \( w \) is written as \( |w| \), where \( |w| = \omega \) when \( w \) is an infinite word. For a word \( w, w_i \) denotes the letter at position \( i < |w| \) in \( w \). That is, \( w = w_0w_1 \ldots \) if \( w \) is infinite and \( w = w_0w_1 \ldots w_n-1 \) if \( w \) is finite and \( |w| = n \). With \( \inf(w) \) we denote the set of letters of \( \Sigma \) that occur infinitely often in \( w \in \Sigma^\omega \).

Nested words [Alur and Madhusudan 2009] are linear sequences equipped with a hierarchical structure, which is imposed by partitioning an alphabet \( \Sigma \) into the pairwise disjoint sets \( \Sigma_{\text{int}}, \Sigma_{\text{call}}, \) and \( \Sigma_{\text{ret}} \). For a finite or infinite word \( w \) over \( \Sigma \), we say that the position \( i \in \mathbb{N} \) with \( i < |w| \) is an internal position if \( w_i \in \Sigma_{\text{int}} \). It is a call position if \( w_i \in \Sigma_{\text{call}} \) and it is a return position if \( w_i \in \Sigma_{\text{ret}} \). This partitioning of the alphabet’s letters determines a matching relation between a word’s call positions and its return positions. It is defined as follows. For a word \( w \in \Sigma^+ \cup \Sigma^\omega \), let \( \vdash \subseteq \mathbb{N} \times \mathbb{N} \) be a relation that satisfies the following properties, for every \( i \vdash j \).

1. \( 0 \leq i < j < |w|, w_i \in \Sigma_{\text{call}}, \) and \( w_j \in \Sigma_{\text{ret}} \).
2. \( \left| \{ k \mid i \vdash k \} \right| \leq 1 \) and \( \left| \{ k \mid k \vdash j \} \right| \leq 1 \).
3. There are no \( i', j' \) with \( i' \vdash j' \) and \( i < i' < j < j' \).

A call position \( i \) in \( w \) for which there is no \( j \) with \( i \vdash j \) is called pending. The pending return positions in \( w \) are analogously defined. We call the relation \( \vdash \) a matching relation if it additionally satisfies the following properties, for all pending positions \( k \), with \( 0 \leq k < |w| \).

4. There are no \( i, j \) with \( i \vdash j \) and \( i < k < j \).
5. If \( w_k \in \Sigma_{\text{call}} \) then there is no pending return position \( j \) with \( k < j \).
(vi) If \( w_i \in \Sigma_{\text{ret}} \) then there is no pending call position \( i \) with \( i < k \).

A matching relation is unique for a word. It structures a word and can be visualized when attaching an opening bracket \(" (\)" to every call position and a closing bracket \(" )\)" to every return position in \( w \). This way, we group the word into subwords for which opening and closing brackets match. This grouping can be nested. However, not every bracket at a position in \( w \) needs to have a matching bracket. The pending call and return positions in a word are the positions without matching brackets. To emphasize this hierarchical structure imposed by the matching relation and the brackets \(" (\)" and \(" )\)"), we also refer to the words in \( \Sigma^* \cup \Sigma^\omega \) as nested words. See the following example for illustration.

Example 2.1. Figure 1 depicts the hierarchical structure of the word \( w = adbacddbc \), where the alphabet is \( \Sigma_{\text{int}} = \{a\} \), \( \Sigma_{\text{call}} = \{b, c\} \), and \( \Sigma_{\text{ret}} = \{d\} \). The word’s pending positions are 1 and 7 with \( w_1 = d \) and \( w_7 = c \). The call position 2 with \( w_2 = b \) matches with the return position 6 with \( w_6 = d \). The positions 4 and 5 also match. That is, the word’s matching relation \( \prec \) is \( \{(2, 6), (4, 5)\} \).

We consider the following four sets of infinite words.
- \( NW_{\text{match}}(\Sigma) \) is the set of words in \( \Sigma^\omega \) that do not contain pending positions. We call these words well-matched.
- \( NW_{\text{call}}(\Sigma) \) is the set of words in \( \Sigma^\omega \) that may contain pending call positions but no pending return positions.
- \( NW_{\text{ret}}(\Sigma) \) is the set of words in \( \Sigma^\omega \) that may contain pending return positions but no pending call positions.
- \( NW_{\text{any}}(\Sigma) \) is the set of words in \( \Sigma^\omega \) that may contain pending call positions and pending return positions. Note that \( NW_{\text{any}}(\Sigma) = \Sigma^\omega \).

For program-verification purposes, the two sets \( NW_{\text{match}}(\Sigma) \) and \( NW_{\text{call}}(\Sigma) \) are certainly of most interest. For instance, \( NW_{\text{match}}(\Sigma) \) can be used to describe traces of recursive imperative programs in which every call eventually terminates and there is a topmost procedure that runs forever. Similarly, the set \( NW_{\text{call}}(\Sigma) \) can be used to describe program traces in which subprocedures may not terminate. The sets \( NW_{\text{ret}}(\Sigma) \) and \( NW_{\text{any}}(\Sigma) \) are included here because they are not more difficult to handle, and \( NW_{\text{any}}(\Sigma) \) may well be useful in specifications about correct call-and-return behavior, that is, when one wants to assert rather than assume that no return is possible without a corresponding call beforehand. Furthermore, the call–return dualism need not only be used to describe recursive imperative programs but also programs using data structures like stacks or lists. In that case, a pending return position may correspond to a faulty access to the data structure, and it may therefore well be reasonable to account for pending returns.

Automata. A visibly pushdown automaton [Alur and Madhusudan 2009], VPA for short, is a nondeterministic pushdown automaton that pushes a stack symbol when reading a letter in \( \Sigma_{\text{call}} \), pops a stack symbol when reading a letter in \( \Sigma_{\text{ret}} \) (in the case that it is not the bottom stack symbol), and does not use its stack when reading a letter in \( \Sigma_{\text{int}} \) (see also Mehlhorn [1980]). Formally, a VPA \( A \) is a tuple \( (Q, \Gamma, \Sigma, \delta, q_I, \Omega) \), where \( Q \) is a finite set of states, \( \Gamma \) is a finite set of stack symbols with \( \bot \notin \Gamma \), \( \Sigma = \Sigma_{\text{int}} \cup \Sigma_{\text{call}} \cup \Sigma_{\text{ret}} \) is the input alphabet, \( \delta \) consists of three transition functions \( \delta_{\text{int}} : Q \times \Sigma_{\text{int}} \rightarrow 2^Q \),
We write \( \delta_{\text{call}} : Q \times \Sigma_{\text{call}} \to 2^Q \times \Gamma \), and \( \delta_{\text{ret}} : Q \times \Gamma \times \Sigma_{\text{ret}} \to 2^Q \), \( q_I \in Q \) is the initial state, and \( \Omega : Q \to \mathbb{N} \) is the priority function. We sometimes write \( \Gamma_\perp \) as a short form for \( \Gamma \cup \{ \perp \} \).

We write \( \Omega(Q) \) to denote the set of all priorities used in \( A \), that is, \( \Omega(Q) := \{ \Omega(q) \mid q \in Q \} \).

The size of \( A \) is \( |Q| \) and its index is \( |\Omega(Q)| \).

A run of \( A \) on \( w \in \Sigma^* \) is a word \( (q_0, \gamma_0)(q_1, \gamma_1) \ldots \in (Q \times \Gamma_\perp^+)^w \) with \((q_0, \gamma_0) = (q_I, \perp)\) and for each \( i \in \mathbb{N} \), the following conditions hold.

1. If \( w_i \in \Sigma_{\text{int}} \) then \( q_{i+1} \in \delta_{\text{int}}(q_i, w_i) \) and \( \gamma_{i+1} = \gamma_i \).
2. If \( w_i \in \Sigma_{\text{call}} \) then \((q_{i+1}, B) \in \delta_{\text{call}}(q_i, w_i) \) and \( \gamma_{i+1} = B \gamma_i \), for some \( B \in \Gamma \).
3. If \( w_i \in \Sigma_{\text{ret}} \) and \( \gamma_i = Bu \) with \( B \in \Gamma_\perp \) and \( u \in \Gamma_\perp \) then \( q_{i+1} \in \delta_{\text{ret}}(q_i, B, w_i) \) and \( \gamma_{i+1} = u \) if \( u \neq \epsilon \) and \( \gamma_{i+1} = \perp \), otherwise.

Runs of \( A \) on finite words are defined as expected. Note that the bottom stack symbol \( \perp \) is only read at a pending return position. The bottom stack symbol \( \perp \) is therefore not needed for well-matched words. The run is accepting if \( \max\{\Omega(q) \mid q \in \text{inf}(q_0q_1 \ldots)\} \) is even. For \( t \in \{\text{match}, \text{call}, \text{ret}, \text{any}\} \), we define

\[
L_t(A) := \{ w \in NW_t(\Sigma) \mid \text{there is an accepting run of } A \text{ on } w \}.
\]

For the sake of brevity, we omit the subscript match. For instance, we write \( NW(\Sigma) \) instead of \( NW_{\text{match}}(\Sigma) \) and \( L(A) \) instead of \( L_{\text{match}}(A) \).

**Example 2.2.** The language of the VPA depicted in Figure 2 describes the property that local variables of a procedure must be initialized before reading from or writing to them. We use the alphabet with \( \Sigma_{\text{int}} = \{ \text{init}, \text{access}, \text{skip} \} \), \( \Sigma_{\text{call}} = \{ \text{call} \} \), and \( \Sigma_{\text{ret}} = \{ \text{return} \} \). The letters call and return have the obvious meaning. The letter init corresponds to the action of initializing a procedure’s local variables, access corresponds to the action of reading or writing from the local variables, and skip describes any other action.

The state \( q_0 \), which is the initial state, represents the fact that the local variables of the procedure that we are currently executing have not yet been initialized. Its counterpart is the state \( q_1 \), where the local variables are initialized. Both states have an even priority. In state \( q_0 \), we must not read from or write to the local variables. Hence, there is no outgoing transition for the letter access. When the local variables become initialized, we switch to state \( q_1 \) via the letter init. Here, reading from and writing to the local variables is allowed, that is, we loop with the letter access. Initializing the local variables again has no effect, that is, we stay in state \( q_1 \). Whenever, we call a procedure, we reset the status of the local variables, that is, we go to state \( q_0 \). Additionally, we use the VPA’s stack to store the status of the calling procedure by pushing either INIT or NOINIT onto the stack. When returning to a procedure, we restore this status.

Note that this property cannot be described by a finite-state automaton, since there is no limit on the number of procedures that can be called.

**Priority and Reward Ordering.** For an arbitrary set \( S \), we always assume that \( \dagger \) is an element not occurring in \( S \). We write \( S \setminus \{ \dagger \} \). We use \( \dagger \) to explicitly speak about partial functions into \( S \), that is, \( \dagger \) denotes undefinedness.
We define the following two orders on \( \mathbb{N}_1 \). The priority ordering is denoted \( \sqsubseteq \) and is the standard order of type \( \omega + 1 \), that is, \( 0 \sqsubseteq 1 \sqsubseteq 2 \sqsubseteq \cdots \sqsubseteq \dagger \). The reward ordering \( \preceq \) is defined by \( \dagger \prec \cdots \prec 5 \prec 3 \prec 1 \prec 0 \prec 2 \prec 4 \prec \cdots \). Note that \( \dagger \) is maximal for \( \sqsubseteq \) but minimal for \( \preceq \). For a finite nonempty set \( S \subseteq \mathbb{N}_1 \), \( \bigsqcup S \) and \( \bigvee S \) denote the maxima with respect to the priority ordering \( \sqsubseteq \) and the reward ordering \( \preceq \), respectively. Furthermore, we write \( c \sqcup c' \) for \( \bigsqcup \{c, c'\} \).

The reward ordering reflects the intuition of how valuable a priority of a VPA's state is for acceptance: even priorities are better than odd ones, and the bigger an even one is the better, while small odd priorities are better than bigger ones because it is easier to subsume them in a run with an even priority elsewhere. The element \( \dagger \) stands for the non-existence of a run. This intuition about the reward ordering \( \preceq \) is reflected in the following lemma. Its proof is straightforward and therefore omitted. Its consequence is more important: if there are two runs on the same word such that the priorities of the first one are always at most as large as the corresponding ones in the second run with respect to \( \preceq \), then the second run is accepting if the first one is.

**Lemma 2.3.** Let \( \rho, \rho' \in C^\omega \), where \( C \subseteq \mathbb{N} \) is some finite set of priorities. Suppose that \( \rho_i \preceq \rho'_i \), for all \( i \in \mathbb{N} \). Then \( \inf(\rho) \preceq \inf(\rho') \).

The following lemma states that using the priority ordering \( \sqsubseteq \) one can contract an infinite run of a VPA while preserving the maximal priority occurring infinitely often. Its proof is also straightforward and omitted.

**Lemma 2.4.** Let \( \rho \in C^\omega \), where \( C \subseteq \mathbb{N} \) is some finite set of priorities. Take any strictly increasing sequence \( i_0 < i_1 < \cdots \) of natural numbers and consider \( \rho' \in C^\omega \) with \( \rho'_j := \{\rho_{i_j}, \ldots, \rho_{i_{j+1}-1}\} \), for \( j \in \mathbb{N} \). We have that \( \inf(\rho) = \inf(\rho') \).

### 3. Universality Checking

Throughout this section, we fix a VPA \( A \) with \( A = (Q, \Gamma, \Sigma, \delta, q_1, \Omega) \). We describe algorithms that determine whether \( A \) is universal. We first restrict ourselves to well-matched infinite words (Section 3.1 and Section 3.2). That is, we provide an algorithm that checks for a given VPA \( A \) whether \( L(A) = NW(\Sigma) \) holds. We also generalize our approach to infinite words with pending positions (Section 3.3). Afterwards, in Section 4, we present variants of these algorithms, for instance, checking universality of VPAs over finite words, and also present a complementation construction for VPAs based on determinization and compare it to the presented algorithms. In Section 5, we finally extend our algorithms for checking language inclusion.

#### 3.1. Transition Profiles

Central to the algorithms are so-called transition profiles. They capture \( A \)'s essential behavior on finite words.

**Definition 3.1.** There are three kinds of transition profiles, TP for short. The first one is an int-TP, which is a function of type \( Q \times Q \to \Omega(Q) \). We associate with a symbol \( a \in \Sigma_{\text{int}} \) the int-TP \( f_a \). It is defined as

\[
f_a(q, q') := \begin{cases} 
\Omega(q') & \text{if } q' \in \delta_{\text{int}}(q, a) \text{ and } \\
\dagger & \text{otherwise.}
\end{cases}
\]

A call-TP is a function of type \( Q \times \Gamma \times Q \to \Omega(Q) \). With a symbol \( a \in \Sigma_{\text{call}} \) we associate the call-TP \( f_a \). It is defined as

\[
f_a(q, B, q') := \begin{cases} 
\Omega(q') & \text{if } (q', B) \in \delta_{\text{call}}(q, a) \text{ and } \\
\dagger & \text{otherwise.}
\end{cases}
\]
Table I. Compositions of transition profiles.

<table>
<thead>
<tr>
<th>f</th>
<th>g</th>
<th>call</th>
<th>int</th>
<th>ret</th>
</tr>
</thead>
<tbody>
<tr>
<td>call</td>
<td>−</td>
<td>call</td>
<td>int</td>
<td>−</td>
</tr>
<tr>
<td>int</td>
<td>−</td>
<td>call</td>
<td>int</td>
<td>−</td>
</tr>
<tr>
<td>ret</td>
<td>−</td>
<td>ret</td>
<td>−</td>
<td>−</td>
</tr>
</tbody>
</table>

Finally, a ret-TP is a function of type \( Q \times \Gamma_\perp \times Q \rightarrow \Omega(Q) \). With a symbol \( a \in \Sigma_{\text{ret}} \) we associate the ret-TP \( f_a \). It is defined as

\[
f_a(q, B, q') := \begin{cases} 
\Omega(q') & \text{if } q' \in \delta_{\text{ret}}(q, B, a) \text{ and} \\
\uparrow & \text{otherwise.}
\end{cases}
\]

A TP of the form \( f_a \), for an \( a \in \Sigma \) is also called atomic. For \( \tau \in \{\text{int, call, ret}\} \), we define the set of atomic TPs as \( T_\tau := \{f_a \mid a \in \Sigma_\tau\} \).

These TPs describe \( \mathcal{A} \)'s behavior when \( \mathcal{A} \) reads a single letter. In the following, we define how TPs can be composed to describe \( \mathcal{A} \)'s behavior on words of finite length. The composition, written as \( f \circ g \), can be applied only to TPs of certain kinds. This ensures that the resulting TP describes the behavior on a word \( w \) such that, after reading \( w \), \( \mathcal{A} \)'s stack height has changed by at most one.

**Definition 3.2.** Let \( f \) and \( g \) be TPs. There are six different kinds of compositions, depending on the TPs’ kind of \( f \) and \( g \), which we define in the following. See Table I, which shows when the composition of \( f \) and \( g \) is defined and the kind of the resulting TP \( f \circ g \). If \( f \) and \( g \) are both int-TPs, we define

\[
(f \circ g)(q, q') := \bigvee \{f(q, q'') \cup g(q'', q') \mid q'' \in Q\}.
\]

If \( f \) is an int-TP and \( g \) is either a call-TP or a ret-TP, we define

\[
(f \circ g)(q, B, q') := \bigvee \{f(q, q'') \cup g(q'', B, q') \mid q'' \in Q\}
\]

and

\[
(g \circ f)(q, B, q') := \bigvee \{g(q, B, q'') \cup f(q'', q') \mid q'' \in Q\}.
\]

If \( f \) is a call-TP and \( g \) a ret-TP, we define

\[
(f \circ g)(q, q') := \bigvee \{f(q, B, q'') \cup g(q'', B, q') \mid q'' \in Q \text{ and } B \in \Gamma\}.
\]

Intuitively, the composition of two TPs \( f \) and \( g \) is obtained by following any edge through \( f \) from some state \( q \) to another state \( q'' \), then following any edge through \( g \) to some other state \( q' \). The value of this path is the maximum of the two values encountered in \( f \) and \( g \) with respect to the priority ordering \( \sqsubseteq \). Then one takes the maximum over all such possible values with respect to the reward ordering \( \preceq \) and obtains a weighted path from \( q \) to \( q' \) in the composition.

We associate finite words with TPs in the following. With a letter \( a \in \Sigma \) we associate the TP \( f_a \) as already done in Definition 3.1. One expects that if the words \( u, v \in \Sigma^+ \) are associated with the TPs \( f \) and \( g \), respectively, then the TP \( f \circ g \) is associated to the word \( uv \), provided that \( f \circ g \) is defined. However, since words can be factorized in multiple ways, we need to convince ourselves that a word cannot be associated with two distinct TPs. To this end, we first observe that the \( \circ \) is associative whenever the compositions are defined.
**Lemma 3.3.** Let \(f, g,\) and \(h\) be TPs. If \((f \circ g) \circ h\) and \(f \circ (g \circ h)\) are both defined then \((f \circ g) \circ h = f \circ (g \circ h)\).

For illustration, consider the well-matched word \(aabbab\) with \(a \in \Sigma_{\text{call}}\) and \(b \in \Sigma_{\text{ret}}\). Even when respecting the order of the letters in this word, there are multiple ways to compose the TPs associated to the individual letters. It turns out that all these compositions, if defined, yield the same TP. For example, using Lemma 3.3, we have that

\[
\begin{align*}
(f_a \circ (f_a \circ f_b) \circ (f_a \circ (f_a \circ f_b))) &= f_a \circ (((f_a \circ f_b) \circ f_a) \circ (f_a \circ f_b)) \\
&= (f_a \circ ((f_a \circ f_b) \circ f_a)) \circ (f_a \circ f_b) \\
&= ((f_a \circ (f_a \circ f_b)) \circ f_a) \circ (f_a \circ f_b) \\
&= (f_a \circ (f_a \circ f_b)) \circ f_a \circ (f_a \circ f_b) \\
&= (f_a \circ (f_a \circ f_b)) \circ (f_a \circ f_b).
\end{align*}
\]

However, note that, for example, \(((f_a \circ f_a) \circ f_b) \circ f_a \circ f_b\) is not defined, since \(f_a\) is a call-TP and already \(f_a \circ f_a\) is not defined.

The next lemma shows that we can indeed associate finite words with TPs. (i) For \(a \in \Sigma\), we define \(f_a := \{f_a\}\), and (ii) for \(w \in \Sigma^+\) with \(|w| > 1\), we define \(f_w := \{f \circ g \mid f \circ g\) is defined, and \(f \in f_u\) and \(g \in f_v\), for \(u, v \in \Sigma^+\) with \(uv = w\). If \(f_w\) is a singleton, we denote the element in \(f_w\) by \(f_w\).

**Lemma 3.4.** Let \(w \in \Sigma^+\). If \(f_w\) has more than one pending position then \(f_w\) is the empty set. If \(w\) has at most one pending position then \(f_w\) is a singleton. More specifically: if \(w\) has no pending positions then \(f_w\) is an int-TP, if \(w\) has one pending call position then \(f_w\) is a call-TP, and if \(w\) has one pending return position then \(f_w\) is a ret-TP.

**Proof.** We prove the lemma by induction over the length of \(w\). The base case \(|w| = 1\) is obvious. For the step case, assume that \(|w| > 1\). If \(w\) has more than one pending position, it is easy to see, using the induction hypothesis, that we cannot find words \(u, v \in \Sigma^+\) such that \(w = uv\) for which \(f_u\) and \(f_v\) are singletons, and \(f_u \circ f_v\) is defined. Hence, \(f_w\) is the empty set.

For the remainder of the proof, assume that \(w\) has at most one pending position. Let \(u, v, u', v' \in \Sigma^+\) be words with \(w = uv = u'v'\) and \(|u| < |u'|\). Furthermore, assume that each of these words has at most one pending position, and \(f_u \circ f_v\) and \(f_u' \circ f_v'\) are defined. It suffices to show that \(f_u \circ f_v = f_u' \circ f_v'\).

Since \(|u| < |u'|\), there is a word \(x \in \Sigma^+\) such that \(ux = u'\) and \(vx = v\). By inspecting all the different cases, it is not hard to see that the word \(x\) has at most one pending position. For example, if \(u\) has one pending call position and \(u'\) has no pending positions then \(x\) has a pending return position. From the induction hypothesis, it follows that \(f_x\) is a singleton. Furthermore, we obtain from the induction hypothesis the kind of the TP \(f_x\). It is easy to check that \(f_u \circ f_x\) and \(f_x \circ f_v\) are both defined, and, again by the induction hypothesis, \(f_{u'} = f_u \circ f_x\) and \(f_v = f_x \circ f_v\). With Lemma 3.3, we conclude that \(f_{u'} \circ f_v = f_u \circ (f_x \circ f_v) = (f_u \circ f_x) \circ f_{v'} = f_{u'} \circ f_{v'}\). 

Note that two distinct words can be associated with the same TP, that is, it can be the case that \(f_u = f_v\), for \(u, v \in \Sigma^+\) with \(u \neq v\). Intuitively, if this is the case then \(A\)'s behavior on \(u\) is identical to \(A\)'s behavior on \(v\).

The following example illustrates TPs and their composition.

**Example 3.5.** Consider the VPA on the left in Figure 3 with the states \(q_0, q_1, q_2\), and \(q_3\). The states’ priorities are the same as their indices. We assume that \(\Sigma_{\text{in}} = \{a\}\), \(\Sigma_{\text{call}} = \{b\}\), and \(\Sigma_{\text{ret}} = \{c\}\). The stack alphabet is \(\Gamma = \{X, Y\}\). We can ignore the stack symbol \(\|\) since the VPA has no transitions for \(c\) and \(\|\).

Figure 3 also depicts the TPs \(f_a, f_b, f_c\), and their compositions \(f_a \circ f_b = f_{ab}\) and \(f_b \circ f_c = f_{bc}\). The VPA’s states are in-ports and out-ports of a TP. Assume that \(f\) is a
call-TP. An in-port $q$ is connected with an out-port $q'$ if $f(q, B, q') \neq \dagger$, for some $B \in \Gamma$. Moreover, this connection of the two ports is labeled with the stack symbol $B$ and the priority. The number of a connection between an in-port and an out-port specifies its priority. For example, the connection in the TP $f_a$ from the in-port $q_0$ to the out-port $q_0$ has priority 0 since $f_a(q_0, q_0) = 0$. Since $f_a$ is an int-TP, connections are not labeled with stack symbols.

In a composition $f \circ g$, we plug $f$’s out-ports with $g$’s in-ports together. The priority from an in-port of $f \circ g$ to an out-port of $f \circ g$ is the maximum with respect to the priority ordering $\preceq$ of the priorities of the two connections in $f$ and $g$. However, if $f$ is a call-TP and $g$ a ret-TP, we are only allowed to connect the ports in $f \circ g$, if the stack symbols of the connections in $f$ and $g$ match. Finally, since there can be more than one connection between ports in $f \circ g$, we take the maximum with respect to reward ordering $\preceq$.

We extend the composition operation $\circ$ to sets of TPs in the natural way, that is, we define $F \circ G := \{ f \circ g \mid f \in F \text{ and } g \in G \text{ for which } f \circ g \text{ is defined} \}$.

**Definition 3.6.** Define $\mathcal{I}$ as the least solution to the equation

$$\mathcal{I} = T_{\text{int}} \cup T_{\text{call}} \circ T_{\text{ret}} \cup T_{\text{call}} \circ \mathcal{I} \circ T_{\text{ret}} \cup \mathcal{I} \circ \mathcal{I}.$$  

Note that the operations $\circ$ and $\cup$ are monotonic for inclusion ordering, and the underlying lattice of the powerset of all int-TPs is finite. Thus, the least solution always exists and can be found using fixpoint iteration in a finite number of steps.

The following lemma is helpful in proving that the elements of $\mathcal{I}$ can be used to characterize (non-)universality of $A$.

**Lemma 3.7.** Let $f$ be a TP. We have $f \in \mathcal{I}$ if and only if there is a well-matched word $w \in \Sigma^+$ with $f = f_w$.

**Proof.** If $w$ is a well-matched word then a straightforward induction over the length of $w$ shows that $f_w \in \mathcal{I}$. Recall Lemma 3.4 from which follows that $f_w$ is defined. If $f \in \mathcal{I}$ then the existence of a word $w \in \Sigma^+$ with $f_w = f$ is an immediate consequence of the fact that $\mathcal{I}$ is the least solution of the equation. A simple induction on the length of words shows that $\mathcal{I}$ contains only well-matched words. □

We need the following notions to characterize universality in terms of the existence of TPs with certain properties.

**Definition 3.8.** Let $f$ be an int-TP.

(i) $f$ is idempotent if $f \circ f = f$. Note that only an int-TP can be idempotent.
(ii) For $q \in Q$, we write $f(q)$ for the set of all $q' \in Q$ that are connected to $q$ in this TP, that is, $f(q) := \{q' \in Q \mid f(q, q') \neq \dagger\}$. Moreover, for $Q' \subseteq Q$, we define $f(Q') := \bigcup_{q \in Q'} f(q)$.

(iii) $f$ is bad for the set $Q' \subseteq Q$ if $f(q, q)$ is either $\dagger$ or odd, for every $q \in f(Q')$. A good TP is a TP that is not bad. Note that any TP is bad for $\emptyset$. In the following, we consider bad TPs only in the context of idempotent TPs.

**Example 3.9.** Reconsider the VPA from Example 3.5 and its TPs. It is easy to see that TP $g := f_a \circ f_a$ is idempotent. Since $g(q_2, q_2) = 2$, $g$ is good for any $Q' \subseteq \{q_0, q_1, q_2, q_3\}$ with $q_2 \not\in Q'$. The intuition is that there is at least one run on $(aa)^\omega$ that starts in $q_2$ and loops infinitely often through $q_2$. Moreover, on this run 2 is the highest priority that occurs infinitely often. So, if there is a prefix $v \in \Sigma^+$ with a run that starts in the initial state and ends in $q_2$, we have that $(aa)^\omega$ is accepted by the VPA. The TP $g$ is bad for $\{q_1, q_3\}$, since $g(q_1, q_1) = \dagger$ and $g(q_3, q_3) = 3$. Thus, if there is prefix $v \in \Sigma^+$ for which all runs that start in the initial state and end in either $q_1$ or $q_3$ then $(aa)^\omega$ is not accepted by the VPA. Another TP that is idempotent is the TP $g' := f_h \circ ((f_3 \circ f_c) \circ f_e)$. Here, we have that $g'(q_1, q_1) = 2$ and $g(q, q') = \dagger$, for all $q, q' \in \{q_0, q_1, q_2, q_3\}$ with not $q = q' = q_1$. Thus, $g'$ is bad for every $Q' \subseteq Q$ with $q_1 \not\in Q'$.

The following theorem characterizes universality of the VPA $A$ in terms of the TPs that are contained in the least solution of the equation from Definition 3.6.

**Theorem 3.10.** $L(A) \neq NW(\Sigma)$ if and only if there are TPs $f, g \in \mathcal{T}$ such that $g$ is idempotent and bad for $f(q_1)$.

**Proof.** "$\Leftarrow$" Let $f$ and $g$ be TPs in $\mathcal{T}$ with $g$ idempotent and bad for $f(q_1)$. By Lemma 3.7, there are $u, v \in \Sigma^*$ such that $f = f_u$ and $g = f_v$, and both $u$ and $v$ contain no pending positions. Then $uv\omega$ contains no pending positions either. It remains to be shown that $uv\omega \not\in L(A)$.

For the sake of contradiction assume that $w := uv\omega \in L(A)$. Thus, there is an accepting run $\rho = (q_0, \gamma_0)(q_1, \gamma_1) \ldots$ of $A$ on $w$ such that $q_0 = q_1$.

Since $f = f_u$ we have $f(q_0, q_{ui}) \neq \dagger$. Hence, $q_{ui} \not\in f(q_0)$. Similarly, we conclude that $q_{ui} \not\in f(q_1)$. This can be itertated to show that $g(q_{ui} + |v|, q_{ui} + |v|) \neq \dagger$, for all $i \geq 1$. Since $Q$ is finite, there is a state $q \in Q$ such that $q = q_{ui} + |v|$ for infinitely many $i$. Assume that $i_0 < i_1 < \ldots$ is such a sequence of indices. Define a sequence $c_0, c_1, \ldots$ by $c_j := \left\lceil\frac{|Q(q_j)|}{2}\right\rceil, j \in \mathbb{N}$. According to Lemma 2.4, we have $\bigcup_{j \to \infty} c_j = \bigcup_{j \to \infty} Q(q_j)$. Note that $i_0$ can be chosen large enough such that $\bigcup_{j \to \infty} c_j = \bigcup_{j \to \infty} Q(q_j)$. Since $g$ is idempotent we have $g^{|v| - i_j} = g$ for every $j \in \mathbb{N}$ and therefore $c_j \leq g(q, q)$, for every $j \in \mathbb{N}$. Since $\rho$ was assumed to be accepting, $\bigcup_{j \to \infty} c_j$ is even. According to Lemma 2.3, $g(q, q)$ would have to be even as well, which contradicts the assumption that $g$ is bad.

"$\Rightarrow$" Suppose that $w = a_0a_1a_2 \ldots \in NW(\Sigma) \setminus L(A)$. Note that $w$ does not contain any pending positions by assumption. Then there must be infinitely many positions $i_0 < i_1 < \ldots$ in which the stack in any run on $w$ becomes empty. Then the sequence $i_0 < i_1 < \ldots$ splits the infinite nested word $w$ into infinitely many finite nested words $a_{i_0}, a_{i_1 - 1}, a_{i_2 - 1}, \ldots$, which are all well-matched.

Let $I := \{i_j \mid j \in \mathbb{N}\}$ and $I(2) := \{(i_j, i'_{j'}) \mid j, j' \in \mathbb{N} \text{ with } j < j'\}$, and consider the coloring $\chi : I(2) \to \mathcal{T}$ defined as $\chi(i, i') := f_{a_i \ldots a_{i'-1}}$. Note that $\chi$ is well-defined, since $a_i \ldots a_{i'-1}$ is a well-matched nested word, for $(i, i') \in I(2)$, hence $a_i \ldots a_{i'-1} \in \Sigma$. Furthermore, note that $\mathcal{T}$ is finite. By Ramsey’s Theorem [Ramsey 1928], there is an infinite subset $J$ of $I$ and a TP $g \in \mathcal{T}$ such that $\chi(j, j') = g$, for all $j, j' \in J$ with $j < j'$.
well-matched infinite words. The resulting algorithm, which we name UNIV, is depicted in Figure 4. It computes $\mathcal{I}$ by least-fixpoint iteration and checks at each stage whether two TPs exist that witness nonuniversality according to Theorem 3.10. The variable $T$ stores the generated TPs and the variable $N$ stores the newly generated TPs in an iteration. UNIV terminates if no new TPs are generated in an iteration. Termination is guaranteed since there are a finite number of TPs. For returning a witness of the VPA's nonuniversality, we assume that we have a word associated with a TP at hand. UNIV's asymptotic time complexity is as follows, where we assume that we use hash tables to represent $T$ and $N$.

**Theorem 3.11.** Assume that the given VPA $A$ has $n \geq 1$ states, index $k \geq 2$, and $m = \max\{1, |\Sigma|, |\Gamma|\}$, where $\Sigma$ is the VPA's input alphabet and $\Gamma$ its stack alphabet. The running time of the algorithmic UNIV is in $m^3 \cdot 2^{O(n^2 \log k)}$.

**Proof.** We assume the following time complexities of the following operations. (a) Checking whether two int-TPs are equal is in $O(n^2)$. Note that for int-TPs $f$ and $g$, we need to check for all tuples $(q, q') \in Q \times Q$ if the equality $f(q, q') = g(q, q')$ holds. (b) It follows that adding an int-TP to $T$ or $N$ costs $O(n^3)$ time, since we need to compute the TP's hash value and make a lookup if the TP is already stored in the table. (c) TP composition is carried out in $O(n^3 \cdot m)$ time. (d) Checking whether an int-TP is idempotent is in $O(n^3)$. (e) Finally, checking for badness of an int-TP is in $O(n)$.
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We observe that the number of int-TPs is bounded by \((k + 1)^n\). Thus, \(N\) and \(T\) never store more than \((k + 1)^n\) elements. It is easy to see that an int-TP is stored at most once in \(N\) at the beginning of the while loop starting at Line 3 of the algorithm. It follows that Lines 4 to 6 of the algorithm are executed at most once for a pair of int-TPs. In summary, Lines 4 to 6 take at most \(O(n^2 \log k)\) time.

It remains to analyze the time complexity of updating \(N\) and \(T\) in Lines 7 and 8 of the algorithm. The number of carried out composition operations in an iteration is bounded by \(O(|N| \cdot |T| \cdot |T_{call}| \cdot |N| \cdot |T_{ret}|)\). Since each int-TP appears at most once in \(N\), the number composition operations in total is bounded by \(O(|T|^2 + |T| \cdot |\Sigma|^2)\). Note that \(|T_{call}|, |T_{ret}| \leq |\Sigma|\). Since \(|T| \leq (k + 1)^n\) and the \(O(n^3 \cdot m)\) time complexity of TP composition, it follows that Line 7 (without removing the elements that are also in \(T\)) takes in total at most \(m^3 \cdot 2^{O(n^2 \log k)}\) time. Removing the elements that are also in \(T\) in Line 7 and \(T\)'s update in Line 8 take in one iteration at most \(2^{O(n^2 \log k)}\) time. Since the algorithm never removes elements from \(T\), the number of iterations of the algorithm is bounded by \(2^{O(n^2 \log k)}\).

Overall, we obtain the time complexity \(m^3 \cdot 2^{O(n^2 \log k)}\).  

There are various ways to tune UNIV. For instance, we can store the TPs in a single hash table and store pointers to the newly generated TPs. Furthermore, we can store pointers to idempotent TPs. Another optimization also concerns the badness check in the Lines 4 to 6. Observe that it is sufficient to know the sets \(f_u(q_t)\), for \(f_u \in T\), that is, the sets \(Q' \subseteq Q\) for which all runs for some well-matched word end in a state in \(Q'\). We can maintain a set \(R\) to store this information. We initialize \(R\) with the singleton set \(\{(\cdot, \{q_t\})\}\). We update it after Line 8 in each iteration by assigning the set \(R \cup \{(uw, f_u(Q')) \mid (u, Q') \in R \text{ and } f_v \in T\}\) to it. After this update, we can optimize \(R\) by removing an element \((u, Q')\) from it if there is another element \((u', Q'')\) in \(R\) with \(Q'' \subseteq Q'\). These optimizations do not improve UNIV’s worst-case complexity but they are of great practical value.

### 3.3. Extended Universality Check

For extending our universality check UNIV to account for infinite words that are not well-matched, we introduce a new operation on TPs, the so-called collapse operation \((\cdot)\downarrow\). It turns call-TPs and ret-TPs into int-TPs. For a call-TP \(f\), we define

\[
    f\downarrow(q, q') := \bigvee \{f(q, B, q') \mid B \in \Gamma\}
\]

and

\[
    f\downarrow(q, q') := f(q, \bot, q'),
\]

when \(f\) is a ret-TP. For int-TPs, \((\cdot)\downarrow\) is the identity. Intuitively, for call-TPs, the collapse operation chooses the stack symbol for which the value is best with respect to the reward ordering. For ret-TPs, the collapse operation takes the value for \(\bot\), which occurs at the top of the stack when reading a symbol in \(\Sigma_{ret}\) if and only if the position is pending. The collapse operation extends in the natural way to sets, that is, \(F\downarrow := \{f\downarrow \mid f \in F\}\).

**Definition 3.12.** In addition to the sets \(\mathcal{T}\), we define the sets \(\mathcal{T}^{\text{call}}\) and \(\mathcal{T}^{\text{ret}}\) of TPs as the least solution of the following system of equations.

\[
\begin{align*}
\mathcal{T} &= T_{\text{int}} \cup T_{\text{call}} \cup T_{\text{ret}} \cup T_{\text{call}} \circ \mathcal{T} \circ \mathcal{T}_{\text{ret}} \cup \mathcal{T} \circ \mathcal{T} \\
\mathcal{T}^{\text{call}} &= T_{\text{call}} \downarrow \cup \mathcal{T} \cup \mathcal{T}^{\text{call}} \circ \mathcal{T}^{\text{call}} \\
\mathcal{T}^{\text{ret}} &= T_{\text{ret}} \downarrow \cup \mathcal{T} \cup \mathcal{T}^{\text{ret}} \circ \mathcal{T}^{\text{ret}}
\end{align*}
\]
The set $\mathcal{T}$ is the same as before. $\mathcal{T}^{\text{call}}$ and $\mathcal{T}^{\text{ret}}$ subsume $\mathcal{T}$. Additionally, they contain the collapsed atomic call-TPs and ret-TPs, respectively, and they are closed under the composition operation $\circ$. The run is the following. $\mathcal{T}^{\text{call}}$ contains TPs that describe runs like TPs from $\mathcal{T}$. In particular, the stack content is ignored. The positions for which the runs of the TPs in $\mathcal{T}^{\text{call}}$ are connected by the composition are pending call positions. Although the VPA pushes at these positions in each run a symbol on the stack, it never pops these symbols later. Thus, the actual symbols are irrelevant. The intuition for $\mathcal{T}^{\text{ret}}$ is similar. Here, the positions are pending return positions and the stack symbol is always $\perp$.

The following theorem characterizes (non)universality of the VPA $\mathcal{A}$ with respect to the sets $NW_{\text{call}}(\Sigma)$, $NW_{\text{ret}}(\Sigma)$, and $NW_{\text{any}}(\Sigma)$. Its proof proceeds along the same lines as the proof of Theorem 3.10 and is therefore omitted.

**Theorem 3.13.**

(a) $L_{\text{call}}(\mathcal{A}) \neq NW_{\text{call}}(\Sigma)$ if and only if there are TPs $f, g \in \mathcal{T}^{\text{call}}$ such that $g$ is idempotent and bad for $f(q_t)$.

(b) $L_{\text{ret}}(\mathcal{A}) \neq NW_{\text{ret}}(\Sigma)$ if and only if there are TPs $f, g \in \mathcal{T}^{\text{ret}}$ such that $g$ is idempotent and bad for $f(q_t)$.

(c) $L_{\text{any}}(\mathcal{A}) \neq NW_{\text{any}}(\Sigma)$ if and only if there are TPs $f, g \in \mathcal{T}^{\text{ret}}$ or $f \in \mathcal{T}^{\text{call}} \cup \mathcal{T}^{\text{ret}} \cup (\mathcal{T}^{\text{call}} \circ \mathcal{T}^{\text{call}})$ and $g \in \mathcal{T}^{\text{call}}$ such that $g$ is idempotent and bad for $f(q_t)$.

Note that a word in $NW_{\text{any}}(\Sigma)$ might contain pending call and pending return positions. However, all pending return positions must occur before the pending call positions. In this case, the pending positions must occur in a finite prefix of the infinite word.

With Definition 3.12 and Theorem 3.13 it is straightforward to adapt the algorithm UNIV from Figure 4 so that it checks universality with respect to the sets $NW_{\text{call}}(\Sigma)$, $NW_{\text{ret}}(\Sigma)$, and $NW_{\text{any}}(\Sigma)$. The asymptotic time complexity does not alter.

4. **VARIANTS**

In this section, we describe variants of the universality check presented in Section 3. In particular, we adapt it to stair VPAs [Löding et al. 2004] and to VPAs over finite words. Finally, we discuss its relation to complementation and determinization constructions for VPAs.

4.1. **Universality Check for Stair VPAs**

Löding et al. [2004] propose another acceptance notion for nested words. For example, for a run on a well-matched word, only the priorities of the states of a run at the positions that are not positions of a nested subword are relevant for the run’s acceptance. The underlying intuition is that acceptance is determined only by the priorities of the states visited by the top most procedure; the priorities of the states seen in sub-procedures are irrelevant. These VPAs are dubbed *stair* VPAs. We first recall their definition before we describe how to adapt our universality check to stair VPAs.

Let $P = \{i_0, i_1, \ldots\}$ be an infinite set of natural numbers with $i_0 < i_1 < \cdots$. For $w \in \Sigma^\omega$, we define $u|_P$ as the word $w_{i_0}w_{i_1} \ldots \in \Sigma^\omega$. Moreover, we define $P_w := \{i \in \mathbb{N} \mid sh(w_{i_0}w_{i_1} \ldots w_{j-1}) \geq sh(w_{i_0}w_{i_1} \ldots w_{i-1}), \text{ for all } j \in \mathbb{N} \text{ with } j \geq i\}$, where $sh(\epsilon) := 0$ and

$$sh(ua) := \begin{cases} sh(u) & \text{if } a \in \Sigma_{\text{int}}, \\ sh(u) + 1 & \text{if } a \in \Sigma_{\text{call}}, \\ \max\{0, sh(u) - 1\} & \text{if } a \in \Sigma_{\text{ret}}, \end{cases}$$

for $u \in \Sigma^*$ and $a \in \Sigma$. Intuitively, $sh(u)$ is the stack height (excluding the bottom stack symbol $\perp$) of a VPA after reading the finite word $u \in \Sigma^*$. The set $P_w$ factorizes the
word \( w \in \Sigma^\omega \) into \( u^{(1)} u^{(2)} \ldots \) such that each \( u^{(i)} \in \Sigma^+ \) is either (1) a well-matched word of the form \( cur \) with \( c \in \Sigma_{\text{call}}, u \in \Sigma^*, r \in \Sigma_{\text{ret}}, \) and maximal in \( w \) or (2) a letter in \( \Sigma \) and pending in \( w \) if it is a call or return. Note that \( P_w \) is always an infinite set. Let \( A = (Q, \Gamma, \Sigma, \delta, q_0, \Omega) \) be a VPA and \( \rho \in (Q \times \Gamma^*_T)^\omega \) a run of \( A \) on \( w \in \Sigma^\omega \) with \( \rho = (q_0, \gamma_0)(q_1, \gamma_1) \ldots \). We say that \( \rho \) is \emph{stair accepting} if \( \max\{\Omega(q) \mid q \in \text{inf}(q_0 \gamma_1 \ldots \rho_w)\} \) is even.

For \( t \in \{\text{match}, \text{call}, \text{ret}, \text{any}\} \), we define
\[
S_t(A) := \{w \in NW_t(\Sigma) \mid \text{there is a stair accepting run of } A \text{ on } w\}.
\]
As for \( L_{\text{match}}(A) \), we omit the subscript \( \text{match} \) in \( S_{\text{match}}(A) \), for the sake of brevity.

In the following, we sketch the changes to the algorithm UNIV from Section 3 so that it allows us to check universality with respect to the well-matched words for a given stair VPA \( A \), that is, \( S(A) = NW(\Sigma) \). The other cases for nonwell-matched words with \( t \in \{\text{call}, \text{ret, any}\} \) are similar to the ones described in Section 3.3.

We start with adapting the characterization of Theorem 3.10 for stair VPAs. Recall that \( \mathcal{T} \) is the least solution of the equation
\[
\mathcal{T} = T_{\text{int}} \cup T_{\text{call}} \circ T_{\text{ret}} \cup T_{\text{call}} \circ \mathcal{T} \circ T_{\text{ret}} \cup \mathcal{T} \circ \mathcal{T}.
\]
From \( \mathcal{T} \), we obtain the set of int-TPs \( S := \{f_{\mathcal{T}} \mid f \in T_{\text{call}} \circ \mathcal{T} \circ T_{\text{ret}}\} \), where \( f_{\mathcal{T}} : \Omega(Q) \rightarrow \Omega(Q) \) is the int-TP obtained from the int-TP \( f : Q \times Q \rightarrow \Omega(Q) \) defined as
\[
f_{\mathcal{T}}(q, q') := \Omega(q') \text{ if } f(q, q') \in \Omega(Q) \text{ and } f_{\mathcal{T}}(q, q') := \text{bottom} \text{ if } f(q, q') = \text{bottom}, \text{ for } q, q' \in Q.
\]
That is, \( S \) only contains modified int-TPs that correspond to well-matched words of the form \( cur \) with \( c \in \Sigma_{\text{call}}, u \in \Sigma^*, \) and \( r \in \Sigma_{\text{ret}} \). The modification to the int-TP \( f_{\text{match}} \) is the overwrite of each of the priorities seen in the runs on the word \( cur \) by the priority of the state in which the runs end. The symbol \( \text{bottom} \) still denotes the nonexistence of such a run. Let \( \mathcal{G} \) be the least solution of the equation
\[
\mathcal{G} = S \cup T_{\text{int}} \cup \mathcal{G} \circ (S \cup T_{\text{int}}).
\]

**Theorem 4.1.** \( S(A) \neq NW(\Sigma) \) if and only if there are TPps \( f, g \in \mathcal{G} \) such that \( g \) is idempotent and bad for \( f(q_1) \).

The modifications to the algorithm UNIV are straightforward. The modified algorithm computes \( \mathcal{G} \) iteratively similar to UNIV’s computation of \( \mathcal{T} \). In each iteration, we compose every newly encountered int-TP \( f_c \) with every atomic call-TP \( f_c \) and every atomic ret-TP \( f_c \). Furthermore, we overwrite the priorities of the resulting int-TP \( f_{\text{match}} \). We then update the set that underapproximates \( \mathcal{G} \). That is, we compose the containing TPps with the newly obtained int-TPs \( f_{\text{match}} \). The check in an iteration for the existence of a pair of int-TPs \((f, g)\) witnessing the VPA’s nonuniversality does not alter. The worst-case complexity from Theorem 3.11 carries over to this variant of UNIV.

### 4.2. Universality Check for VPAs over Finite Nested Words

The set \( NW_A^\omega(\Sigma) \) of finite nested words over an alphabet \( \Sigma \), for \( t \in \{\text{match, call, ret, any}\} \), is defined as expected to its corresponding counterpart \( NW_t(\Sigma) \) of infinite nested words. Also, the finite-word language \( L_t^*(A) \) of a VPA \( A \) is defined as expected. For uniformity, instead introducing a set of final states, we define a run on a finite word as \emph{accepting} if the last state in the run has an even parity. As for infinite words, we omit, for the sake of brevity, the subscript match and write \( NW^*(\Sigma) \) and \( L^*(A) \) for \( NW_{\text{match}}^*(\Sigma) \) and \( L_{\text{match}}^*(A) \), respectively.

Checking universality of the VPA \( A \) with respect to finite words using transition profiles is straightforward with the machinery developed in Section 3.1. Without loss of generality, we assume that \( \varepsilon \in L^*(A) \). This special case can be checked separately. We first characterize the nonuniversality of \( A \)’s finite word language in terms of the existence of certain transition profiles.
THEOREM 4.2. \( L^*(A) \neq NW^*(\Sigma) \) if and only if there is a TP \( f \in \mathcal{T} \) such that \( f(q_1, q) = \dagger \) or \( \Omega(q) \) is odd, for all states \( q \in Q \).

The characterizations with respect to the other sets \( NW^*_{\text{call}}(\Sigma) \), \( NW^*_{\text{ret}}(\Sigma) \), and \( NW^*_{\text{any}}(\Sigma) \) can easily be derived in a similar manner, and thus are omitted here.

The algorithmic realization is a straightforward adaptation of the algorithm \textsc{Univ} in Figure 4. Note that further optimizations are possible. For instance, the TPs do not need to keep track of the maximal occurred priorities in the runs that they represent. The resulting asymptotic complexity is \( m^3 \cdot 2^{O(n^2)} \), where \( n \) and \( m \) are as in Theorem 3.11. The number of iterations is bounded by \( 2^{O(n^2)} \).

4.3. Relation to Determinization and Complementation

In this section, we derive complementation constructions for VPAs from the machinery developed in Section 3.1. We start with a complementation construction for VPAs over finite well-matched words and extend it afterwards to infinite well-matched words.

With the machinery developed in Section 3.1, a complementation construction is straightforward. For a VPA \( A = (Q, \Gamma, \Sigma, \delta, q_1, \Omega) \), we define the VPA \( \mathcal{C} \) as the tuple \((Q', \Gamma', \Sigma, \delta', q_1', \Omega')\), where its components are:

- \( Q' := \{ f \mid f \text{ int-TP} \} \),
- \( \Gamma' := \{ f \mid f \text{ call-TP} \} \),
- for \( f, g \in Q' \) and \( a \in \Sigma \), the transitions are \( \delta'_{\text{int}}(f, a) := \{ f \circ f_a \} \) if \( a \in \Sigma_{\text{int}} \), \( \delta'_{\text{call}}(f, a) := \{(q_1', f \circ f_a)\} \) if \( a \in \Sigma_{\text{call}} \), and \( \delta'_{\text{ret}}(f, g, a) := \{(g \circ f) \circ f_a\} \) and \( \delta'_{\text{ret}}(f, \bot, a) := \emptyset \) if \( a \in \Sigma_{\text{ret}} \),
- \( q_1'(q, q') := 0 \) and \( q_1'(q, q') := \dagger \), for \( q, q' \in Q \) with \( q \neq q' \), and
- for \( f \in Q' \), we define \( \Omega'(f) := 1 \) if \( f(q_1, q) \neq \dagger \) and \( \Omega(q) \) is even, for some \( q \in Q \), and \( \Omega'(f) := 0 \), otherwise.

The value of \( \delta_{\text{ret}}'(f, \bot, a) \) is actually irrelevant, since we assume inputs to be well-matched words.

Note that \( \mathcal{C} \) is deterministic. This construction is similar to Alur and Madhusudan’s determinization construction for nested-word automata over finite inputs [Alur and Madhusudan 2009], with some minor differences. One difference is due to our objective to obtain a VPA that accepts the complement of \( A \)’s language. This is reflected in the definition of the priority function \( \Omega' \). The state set \( Q' \) and the stack alphabet \( \Gamma' \) are also different from Alur and Madhusudan’s construction. We use sets of TPs and Alur and Madhusudan use the sets \( 2^{Q \times Q} \) and \( 2^{Q \times Q} \times \Sigma_{\text{call}} \), respectively. Elements from these sets represent similar information about the runs of \( A \). Finally, Alur and Madhusudan’s determinization construction deals with pending positions in inputs and produces VPAs with slightly fewer states.

PROPOSITION 4.3. \( L^*(\mathcal{C}) = NW^*(\Sigma) \setminus L^*(A) \).

The detailed proof proceeds along the lines of the one in Alur and Madhusudan [2009]. It does not rely on Ramsey’s Theorem. Here we give some intuition about the correctness of this construction. The VPA \( \mathcal{C} \) uses the int-TPs to keep track of the essential behavior of all of \( A \)’s runs on the input processed so far. In addition to the classical subset construction [Rabin and Scott 1959], an int-TP \( f \) stores the information about the existence of a run from a state \( q \) to a state \( q' \), that is, \( f(q, q') \neq \dagger \). This information is needed when returning from a call, where the information \( f \) about \( A \)’s runs on the subword is combined with (1) the information \( g \) about \( A \)’s runs on the prefix up to...
the matching call position and (2) the information $f_a$ about $A$’s runs on the current letter $a \in \Sigma_{ret}$. $C$ has pushed the call-TP $g$ on its stack when reading the letter at the corresponding call position. Now, it pops from the stack and puts the information of the different parts correctly together, that is, $C$’s new state $h$ after reading the return letter $a$ is the composition of the TPs $h := (g \circ f) \circ f_a$. Note that this composition is always defined, since $g$ is a call-TP, $f$ an int-TP, and $f_a$ a ret-TP. Furthermore, note that composing a TP with the int-TP $q'$ does not alter the TP.

In the following, we sketch a complementation construction for VPAs on infinite well-matched words. In fact, our construction is a direct extension of the Ramsey-based complementation construction for Büchi automata (see, e.g., Büchi [1962] and Breuers et al. [2012]). It is different from the one given by Alur and Madhusudan [2009]. There, the complementation construction is split into three construction steps. One automaton flattens the hierarchical structure of the inputs by transforming nested words into so-called pseudo-runs. Another automaton reads such pseudo-runs and decides whether to accept or reject the input. The final construction step combines both automata to yield an automaton that accepts the complemented language.

Here, we construct a VPA $C'$ for the complement of $L(A)$ directly. Let $C$ be the VPA obtained from previously described complementation construction for finite words. We assume, without loss of generality, that $C$’s initial state $q'_I$ has only outgoing transitions. The VPA $C'$ consists of several slightly modified copies of the VPA $C$ defined earlier, namely, $C_*$ and $C_g$, for each int-TP $g$. See Figure 5 for illustration.

The component $C_*$ takes care of finite prefixes of the inputs, and a component $C_g$ takes care of infinite suffixes of the inputs on which $A$’s runs are looping with respect to the TP $g$. The initial state of $C'$ is the initial state $q'_g$ in the copy $C_g$ of $C$. All states in $C_*$ have the odd priority 1. The copy of $C$’s initial state $q'_I$ in the component $C_g$ has the even priority 2; all the other states in this component have the odd priority 1. Furthermore, we add an $\varepsilon$-transition from $C_g$’s state $g$ to its copy of $C$’s initial state $q'_I$. The component $C_*$ is connected to the other components as follows. For each pair $(f, g)$ of int-TPs with $f \circ g = f$, and $g$ idempotent and bad for $f(q_I)$, we connect the state $f$ in $C_*$ with the state $q'_g$ in $C_g$ by an $\varepsilon$-transition. We can delete the component $C_g$ if $C_*$ is not connected to $C_g$ by some $\varepsilon$-transition. Note that the $\varepsilon$-transitions can be eliminated in the standard way.

We remark that $C'$’s acceptance condition is essentially a Büchi acceptance condition since the only priorities that are assigned to $C'$’s states are 1 and 2. However, note that we do not make any requirements about the priorities that are assigned to $A$’s states.

**Proposition 4.4.** $L(C') = NW(\Sigma) \setminus L(A)$. 
The proof proceeds along the lines of the proof of Büchi’s complementation construction and uses similar arguments as in the proof of Theorem 3.10. In particular, showing that the language on the right-hand side is a subset of the language on the left-hand side relies on Ramsey’s Theorem. Details are omitted.

We conclude this section by commenting on the differences and similarities of the complementation construction and algorithm $\text{UNIV}$ for checking universality of a given VPA. TPs are the basic building blocks of the complementation construction presented earlier, and they are also at the core of $\text{UNIV}$. This is actually not surprising since, for both problems, one needs to investigate all runs on any input. TPs are an appropriate entity for this purpose. However, the search space for $\text{UNIV}$ is more concise and explored with less overhead. The complementation construction involves more bookkeeping. In order to build the complement automaton, we must determine and store the transitions between its states, which are essentially int-TPs. First, we need to store multiple copies of an int-TP (or pointers to it) for the states in the different copies of the VPA $\mathcal{C}$. Similarly, a call-TP might occur as a stack symbol in several transitions for call and return letters. Second, in the complementation construction, we keep track of how exactly a state corresponding to an int-TP $f$ is reachable, which might be different for well-matched words $u, v \in \Sigma^+$ with $f_u = f_v = f$ but $u \neq v$. In contrast, the universality check $\text{UNIV}$ stores only the TPs and iteratively composes them. Finally, in the complementation construction, we combine TPs $f$ with atomic TPs $f_u$ only, for determining the successor states of states for the letters $a \in \Sigma$. The universality check $\text{UNIV}$ constructs the TPs less stringently in the sense that in each iteration already constructed TPs $f_u$ and $f_v$, with $u, v \in \Sigma^+$, are composed whenever their composition $f_u \circ f_v$ is defined.

5. INCLUSION CHECKING

In this section, we describe how to check language inclusion for VPAs. For the sake of simplicity, we assume a single VPA and check for inclusion of the languages that are defined by two states $q^+_1$ and $q^+_2$. It is always possible to reduce the case for two VPAs to this one by forming the disjoint union of the two VPAs. Thus, for $i \in \{1, 2\}$, let $A_i = (Q, \Gamma, \Sigma, \delta, q^+_i, \Omega)$ be the respective VPA. We describe how to check whether $L(A_1) \subseteq L(A_2)$ holds.

Transition profiles for inclusion checking extend those for universality checking. A tagged transition profile (TTP) of the int-type is an element of

$$(Q \times \Omega(Q) \times Q) \times (Q \times Q \rightarrow \Omega(Q)).$$

We write it as $f^{(p,c,p')}$ instead of $(p,c,p', f)$ in order to emphasize the fact that the TP $f$ is extended with a tuple of states and priorities. A call-TP is of type

$$(Q \times \Gamma \times \Omega(Q) \times Q) \times (Q \times \Gamma \times Q \rightarrow \Omega(Q))$$

and a ret-TP is of type

$$(Q \times \Omega(Q) \times \Gamma \times Q) \times (Q \times \Gamma \times Q \rightarrow \Omega(Q)).$$

Accordingly, they are written $f^{(p,B,c,p')}$ and $f^{(p,c,B,p')}$, respectively.

The intuition of an int-TP $f^{(p,c,p')}$ is as follows. The TP $f$ describes the essential information of all runs of the VPA $A_2$ on a well-matched word $u \in \Sigma^+$. The attached information $(p,c,p')$ describes the existence of some run of the VPA $A_1$ on $u$. This run starts in state $p$, ends in state $p'$, and the maximal occurring priority on it is $c$. The intuition behind a call-TP or a ret-TP is similar. The symbol $B$ in the annotation is the topmost stack symbol that is pushed or popped in the run of $A_2$ for the pending position in the word $u$. 
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For $a \in \Sigma$, we now associate a set $F_a$ of TTPs with the appropriate type. Recall that $f_a$ stands for the TP associated to the letter $a$ as defined in Definition 3.1.

- If $a \in \Sigma_{\text{int}}$, let $F_a := \{ f_a^{p,\Omega(p'),p'} | p, p' \in Q \text{ and } p' \in \delta_{\text{init}}(p,a) \}.
- If $a \in \Sigma_{\text{call}}$, let $F_a := \{ f_a^{p,B,\Omega(p'),p'} | p, p' \in Q, B \in \Gamma, \text{ and } (p',B) \in \delta_{\text{call}}(p,a) \}.
- If $a \in \Sigma_{\text{ret}}$, let $F_a := \{ f_a^{p,\Omega(p'),B,p'} | p, p' \in Q, B \in \Gamma_{\perp}, \text{ and } p' \in \delta_{\text{ret}}(p,B,a) \}.

As with TPs, the composition of TTPs is only allowed in certain cases, which are even more restrictive now. For instance, it is still not possible to compose a call-TP with a call-TP. Moreover, the tags that contain information about some run in $A_1$ have to match: a TTP $f^{p,c,p'}$, for instance, can be composed only with a TTP, where its tag describes the existence of a run of $A_1$ that starts from the state $p'$.

The composition of two TTPs extends the composition of the underlying TPs by also explaining how the tag of the resulting TTP is obtained. For int-TTPs $f^{p,c,p'}$ and $g^{p',c',p''}$, we define

$$f^{p,c,p'} \circ g^{p',c',p''} := (f \circ g)^{p,c,c',p''}.$$ Composing an int-TP $f^{p,c,p'}$ and a call-TP $g^{q,B,c',q'}$ yields call-TTPs:

$$f^{p,c,p'} \circ g^{q,B,c',q'} := (f \circ g)^{p,B,c',q'} \quad \text{if } p' = q$$
$$g^{q,B,c',q'} \circ f^{p,c,p'} := (g \circ f)^{q,B,c,c',p'} \quad \text{if } q' = p.$$

The two possible compositions of an int-TP with a ret-TP are defined in exactly the same way. Finally, the composition of a call-TP $f^{p,B,c,p'}$ and a ret-TP $g^{p',c',B,p''}$ is defined as

$$f^{p,B,c,p'} \circ g^{p',c',B,p''} := (f \circ g)^{p,B,c,c',p''}.$$ Note that the stack symbol $B$ is the same in both annotations. As for sets of TTPs, we extend the composition of TTPs to sets.

Similar to Definition 3.6, we define a set $\hat{\tau}$ to be the least solution to the equation

$$\hat{\tau} = T_{\text{int}} \cup T_{\text{call}} \circ T_{\text{ret}} \cup T_{\text{call}} \circ \hat{\tau} \circ T_{\text{ret}} \cup \hat{\tau} \circ \hat{\tau},$$

where $\hat{T}_\tau := \bigcup\{ F_a | a \in \Sigma_{\tau} \}$, for $\tau \in \{\text{int, call, ret}\}$. This allows us to characterize language inclusion between two VPAs in terms of the existence of certain TTPs.

**Theorem 5.1.** $L(A_1) \nsubseteq L(A_2)$ if and only if there are TTPs $f^{q_1,c,p}$ and $g^{p,d,p}$ in $\hat{\tau}$ fulfilling the following properties:

1. The priority $d$ is even.
2. The TP $g$ is idempotent and bad for $f(q_1^\omega)$.

**Proof.** “$\Leftarrow$” Suppose that there are TTPs $f^{q_1,c,p}$ and $g^{p,d,p}$ with the Properties (1) and (2). Assume that $f = f_u$ and $g = f_v$, for some well-matched $u, v \in \Sigma^*$. It is easy to see that there is a run $(q_0^u, \gamma_0^u)(q_1^u, \gamma_1^u) \ldots$ of $A_1$ on $uv^\omega$ with $(q_0^u, \gamma_0^u) = (q_1^u, \perp)$ and $(q_i^u, \gamma_i^u)(q_{i+1}^u, \gamma_{i+1}^u) = (p, \perp)$, for all $i \in \mathbb{N}$. In particular, the stack content is $\perp$ after reading $uv^\omega$ since $u$ and $v$ are well matched. Furthermore, $d = |\bigcup\{ \Omega(q) | q \in \inf(q_0^u v q_1^u \ldots) \}$.

It follows that $uv^\omega \in L(A_1)$. The fact that $uv^\omega \notin L(A_2)$ is a simple consequence of Theorem 3.10. Note that Property (2) is exactly the condition that is sufficient for $A_2$ not to accept this $uv^\omega$ according to that theorem.

“$\Rightarrow$” Suppose that there is a well-matched word $w = a_0 a_1 \ldots \in L(A_1) \cap NW(\Sigma) \setminus L(A_2)$. Let $(q_0^u, \gamma_0^u)(q_1^u, \gamma_1^u) \ldots$ be an accepting run of $A_1$ on $w$. Thus, there is an even priority $d$
we sketch for well-matched words. The essential difference lies in the sets which finishes the proof.

Both algorithms UNIV and INCL have a similar running time, and by the pigeon hole principle, there must be some \( j, j' \in \mathbb{N} \) such that \( j < j' \) and \( q_j = q_{j'} = p \), for some \( p \in Q \). Define the TPs

\[
    f := f' \circ g' \circ \ldots \circ g' \quad \text{and} \quad g := g' \circ \ldots \circ g' \quad \text{\( j \) times} \quad \text{\( j' - j \) times}
\]

Since \( g' \) was supposed to be idempotent and \( j' - j \geq 1 \) we have in fact \( g = g' \). Furthermore, depending on whether or not \( j = 0 \) we have either \( f = f' \circ g \) or \( f = f' \). Then clearly we have that \( g \) is bad for \( f(q_j^2) \).

The atomic TPs that compose \( f \) and \( g \) can now be tagged with single transitions of \( A_1 \)'s accepting run such that their compositions become the TTPs \( f(q_j^2, c, p) \) and \( g(p, d, p) \), which finishes the proof.

Theorem 5.1 yields an algorithm \( \text{INCL} \) to check \( L(A_1) \not\subseteq L(A_2) \), for given VPAs \( A_1 \) and \( A_2 \). It is along the same lines as the algorithm \( \text{UNIV} \) and shown in Figure 6 for well-matched words. The essential difference lies in the sets \( T_{\text{int}}, T_{\text{call}}, \) and \( T_{\text{ret}} \), which contain TTPs instead of TPs, and the refined way in which they are being composed. Each iteration now searches for two TTPs that witness the existence of some word of the form \( w\omega' \) that is accepted by \( A_1 \) but not accepted by \( A_2 \). Similar optimizations that we sketch for \( \text{UNIV} \) at the end of Section 3 also apply to \( \text{INCL} \).

For the complexity analysis of the algorithm \( \text{INCL} \) to follow, we do not assume that the VPAs \( A_1 \) and \( A_2 \) necessarily share the state set, the priority function, the stack alphabet, and the transition functions as assumed at the beginning of this section. Only the input alphabet \( \Sigma \) is the same for \( A_1 \) and \( A_2 \).

**Theorem 5.2.** Assume that for \( i \in \{1,2\} \), the number of states of the VPA \( A_i \) is \( n_i \geq 1 \), \( k_i \geq 2 \) its index, and \( m_i = \max\{\{\Sigma_i, \Gamma_i\} \} \), where \( \Sigma \) is the VPA’s input alphabet and \( \Gamma_i \) its stack alphabet. The running time of the algorithm \( \text{INCL} \) is in \( n_1^2 \cdot k_1^2 \cdot m_1 \cdot m_2 \cdot 2^{O(n_2^2\log k_2)} \).

**Proof.** We observe that there are at most \( n_2^2 \cdot k_1 \cdot (k_2 + 1)n_2^2 \) int-TTPs. Similar to the algorithm \( \text{UNIV} \), the total time of the check in the Lines 4 to 6 of the algorithm \( \text{INCL} \) is dominated by the number of int-TTP pairs, which is bounded by \( n_1^2 \cdot k_2^2 \cdot 2^{O(n_2^2\log k_2)} \).
For the update \( N \) in Line 7, we need to compose TTPs in \( N \) with TTPs in \( T, \hat{T}_{\text{call}}, \) and \( \hat{T}_{\text{ret}} \). Note that a TTP consist of a TP and information about \( A_1 \)'s behavior. A requirement for composing TTPs is that their information on \( A_1 \)'s behavior fits together. For instance, the composition of the int-TTPs \( f^{(p,c,p')} \) and \( g^{(q,d,q')} \) is defined only when \( p' = q \). We can reduce the number TTP compositions by grouping TTPs in \( T, N, \hat{T}_{\text{call}}, \) and \( \hat{T}_{\text{ret}} \) with respect to their information about \( A \)'s behavior. For example, when int-TTPs \( f^{(p,c,p')} \) and \( g^{(q,d,q')} \) are both in \( T \), we group them together in the case that \( p = q \) and \( p' = q' \). It follows that the total number of TTP compositions is bounded by \( n_1^4 \cdot k_1 \cdot m_1 \cdot m_2^3 \cdot 2^{O(n_2^2 \log k_2)} \). Note that each int-TTP in \( T \) is at most once in \( N \) and since the states determine the priority in the information about \( A_1 \)'s behavior in the TTPs in \( T_{\text{call}} \) and \( T_{\text{ret}} \) we have that \( |T_{\text{call}}|, |T_{\text{ret}}| \in O(n_1^2 \cdot m_1 \cdot |\Sigma|) \). Since equality between two int-TTPs can be checked in \( O(n_2^2) \) time and TTP composition can be carried out in \( O(n_2^2 \cdot m_2) \) time, the updates of \( N \) (without removing elements that are also in \( T \)) take \( n_1^4 \cdot k_1 \cdot m_1 \cdot m_2^3 \cdot 2^{O(n_2^2 \log k_2)} \) time in total. Removing the elements that are also in \( T \) in Line 8 and updating \( T \) in Line 8 take \( n_1^2 \cdot k_1 \cdot 2^{O(n_2^2 \log k_2)} \) time in one iteration and \( n_1^4 \cdot k_1 \cdot 2^{O(n_2^2 \log k_2)} \) in total, since the number of iterations is bounded \( n_1^2 \cdot k_1 \cdot 2^{O(n_2^2 \log k_2)} \).

By putting these upper bounds together, we obtain the claimed upper bound on the time complexity of the algorithm INCL. \( \square \)

An extension to check inclusion to nested words with pending positions is along the same lines as the corresponding extensions of the universality check in Section 3. We omit the details here.

6. EVALUATION

Our prototype tool FADecider implements the presented algorithms in the programming language OCaml [Leroy et al. 2011].\(^3\) To evaluate the tool’s performance we carried out the following experiments for which we used a 64-bit Linux machine with 4 GB of main memory and two dual-core Xeon 5110 CPUs, each with 1.6 GHz.

Our benchmark suite consists of VPAs from Driscoll et al. [2011], which are extracted from real-world recursive imperative programs. Table II describes the instances, each consisting of two VPAs \( A \) and \( B \), in more detail. The first row lists the number of states of the VPAs from an input instance and their alphabet sizes. The number of stack symbols of a VPA and its index are not listed, since in these examples the VPA’s stack symbol set equals its state set and states are either accepting or non-accepting. The second row lists whether the inclusions \( L^*(A) \subseteq L^*(B) \) and \( L(A) \subseteq L(B) \) of the respective VPAs hold.

Table III shows FADecider’s running times for the inclusion checks \( L^*(A) \subseteq L^*(B) \) and \( L(A) \subseteq L(B) \). The row “FADecider” lists the running times for the tool FADecider.

\(^3\)The tool (version 0.4) is publicly available at github.com/oliverfriedmann/fadecider.
for checking $L^\ast(A) \subseteq L^\ast(B)$ and $L(A) \subseteq L(B)$. The row “#TTPs” lists the number of encountered TTPs. The symbol † indicates that FADecider ran out of time (2 hours). For comparison, we used the OpenNWA library [Driscoll et al. 2012]. See the row “OpenNWA” in Table III. It lists the running times for the implementation based on the OpenNWA library for checking inclusion on finite words and the VPAs size obtained by complementing $B$. The inclusion check there is implemented by a reduction to an emptiness check via a complementation construction. Note that OpenNWA does not support infinite nested words at all and has no direct support for only considering well-matched nested words. We therefore used OpenNWA to perform the language-inclusion checks with respect to all finite nested words.

FADecider outperforms OpenNWA on these examples. Profiling the inclusion check based on the OpenNWA library yields that complementation requires about 90% of the overall running time. FADecider spends about 90% of its time on composing TPs and about 5% on checking equality of TPs. The experiments also show that FADecider’s performance on inclusion checks for infinite words can be worse than for finite words. Note that checking inclusion for infinite-word languages is more expensive than for finite-word languages since, in addition to reachability, one needs to account for loops.

7. CONCLUSION

Checking universality and language inclusion for automata by avoiding explicit determinization and complementation has attracted a lot of attention (see, e.g., Abdulla et al. [2011], Fogarty and Vardi [2009], Doyen and Raskin [2009], De Wulf et al. [2006], and Friedmann and Lange [2012]). We have shown that Ramsey-based methods for Büchi automata generalize to the richer automaton model of VPAs with a parity acceptance condition. Another competitive approach based on antichains has been extended to VPAs, however, only to VPAs over finite words [Bruyère et al. 2013]. It remains to be seen if optimizations for the Ramsey-based algorithms for Büchi automata [Abdulla et al. 2011] extend, with similar speed-ups, to this richer setting. Another direction of future work is to investigate Ramsey-based approaches for automaton models that extend VPAs like multi-stack VPAs [La Torre et al. 2007] (see also Madhusudan and Parlato [2011]).
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